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Abstract.

Large-scale modeling of sea ice dynamics assumes scale-invariance that is used to calibrate and validate current models.
Validity of this assumption, particularly its lower spatial limit, remains poorly understood. Identifying when, where, and why
scale-invariance does not apply is essential for linking meter-scale sea ice mechanics with large-scale sea ice dynamics and
climate models. Here we address this challenge by employing unique high-resolution ship radar imagery from MOSAIC ex-
pedition in an analysis based on novel deep learning-based optical flow technique. Together these allow capturing sea ice
kinematics consistently at unprecedented 20-meter spatial and 10-minute temporal resolutions over an entire winter season
and into summer over a 10-kilometer spatial domain. We show that the sea ice within this domain remains largely quiescent
for extended periods, with distinct events revealing a 102-meter lower limit for scale-invariance that endures as the ice cover
undergoes seasonal evolution. This threshold remains stable throughout the winter, even as deformation features become more
localized and distinct, suggesting an intrinsic mechanical constraint that is invariant under varying external conditions. Once the
ice transitions to a floe-dominated configuration in summer, no comparable scaling signature emerges. Our results give a limit
under which continuum models fail to capture critical fine-scale processes, highlighting the need for approaches accounting

for detailed description of discontinuous spatial and temporal behavior of sea ice.

1 Introduction

Since the beginning of geophysical-scale numerical modeling of sea ice, rheological models have been a topic of active dis-
cussion. Rheological models describe how sea ice moves, fragments, and deforms under external forces caused mainly by
winds, currents, and waves (Leppéranta, 2011). Given the direct connection between the future of sea ice and climate, accurate
rheological models are essential for reliable climate change projections. The currently available computational power allows
continuum models to simulate sea ice dynamics at very high resolutions, yet it remains an open question whether the contin-
uum models calibrated on fractal properties are valid for relatively small sea ice domains (Hutchings et al., 2024), and what
is the lower limit of scale invariance in sea ice dynamics (Weiss, 2017). As the sea ice cover is becoming thinner, more frag-
mented, and transitions to younger and more mobile ice (e.g. Rothrock et al., 2008; Rampal et al., 2009; Kwok et al., 2013),

understanding this lower limit is becoming increasingly critical. A more accurate rheological description able to account for
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small-scale processes will be needed to predict future ice conditions with mechanical weakening and increased fracturing. Our
work observes this limit and discusses how this limit connects to physical phenomena observed in sea ice.

Our work is based on novel observations of a 10 km x 10 km area of sea ice over a nine-month period. We use unique
ship radar observations of ice deformation collected during the Multidisciplinary drifting Observatory for the Study of Arctic
Climate (MOSAIC) expedition (Nicolaus et al., 2022). Sea ice deformation is rarely studied at these scales. Conventionally,
studies focus on large-scale sea ice deformation observed by using buoy or satellite data (Hibler et al., 1973, 1974; Fily and
Rothrock, 1986; Rampal et al., 2008; Hutchings et al., 2011; Marsan et al., 2004; Rampal et al., 2019; Bouchat et al., 2022)
or on meters-scale ice failure processes related to ice engineering applications or detailed sea ice mechanics (Sanderson, 1988;
Hopkins et al., 1999). Only recent studies have begun to fully explore sub-kilometer intermediate-scale sea ice deformations
(Oikkonen et al., 2017; Hutchings et al., 2024), even if detailed insight on ice behavior on this scale is essential for linking
meter-scale sea ice mechanics with large-scale sea ice dynamics (Feltham, 2008; Weiss, 2017; Weiss and Dansereau, 2017).

We describe the general dynamics of the studied sea ice area over one season, focus on the most active periods of ice
deformation, and discuss the scale invariance in sea ice deformation. The latter is the key for discussion on the limit for
continuum models for ice and often considered a key for understanding sea ice deformation across scales (Schulson, 2004). This
information is essential for understanding sea ice dynamics and for model development (Leppiranta, 2011; Weiss, 2013, 2017).
Previous studies have indicated that, although larger deformation occur during storms, sea ice is rarely completely inactive at
intermediate-scales (Oikkonen et al., 2017) and that ice deformation shows spatial and temporal localization, which holds over
a wide range of scales follow power law form scaling (Marsan et al., 2004; Rampal et al., 2008; Stern and Lindsay, 2009;
Marsan and Weiss, 2010). It is assumed that a rheological model, linking stresses to strains, can be developed for the range of
scales where ice deformation remains scale invariant. We employ a novel deep-learning-based optical flow tool (Uusinoka et al.,
2025), which allows full-field analysis of sea ice deformation at 20-meter resolution. The high-resolution data enables us to
capture fine-scale deformation features and intermittent behaviors previously unavailable, since conventional methods lead to
coarser and less accurate data. High-resolution data is crucial with the emergence of the numerical models that allow simulating
hundreds-of-kilometers-scale sea ice domains with meter-scale resolution (Astrém et al., 2024, Astrom and Polojirvi, 2024).

We present three key findings that are all important to account for in modeling of sea ice: (1) the 10 km x 10 km sea ice area
we studied shows three major and several smaller deformation periods occurring during the winter; (2) the lower limit for the
scale invariance for the studied area was of magnitude 102 m; and (3) this limit remained constant for the deformation events
until the spring, after which it could not be defined due to the breakup of the ice pack. (1) differs from the observations of
Oikkonen et al. (2017) as their results indicate deformation activity at the intermediate scale to be constantly active although
at varying magnitudes. However, their area of measurement was closer to Marginal Ice Zone than that of MOSAIC central
observatory. Instead, we find that the deformation events are strongly intermittent and observe multiple periods during the
winter season characterized by little activity. (2) is noteworthy, as the limit for scale invariance in sea ice deformation has been
discussed for over two decades (Hibler and Schulson, 2000; Schulson, 2004), with authors hypothesizing it might apply at
scales comparable to ice thickness (Weiss, 2013, 2017). While the here observed 10? m limit is larger than this, it is also only

about one-tenth of the 10 m limit suggested by Hutchings et al. (2024). We also find that the 10? m limit is independent of the
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temporal scale, while the magnitude of error in scale invariance increases with spatial and temporal scale, indicating a complex
interplay between external forcing and ice deformation. (3) reflects the change in scale invariance due to seasonal variation in
the ice field dynamics, when it transitions from pack ice to floe ice. We are able to capture the lower limit and the seasonal
transition, whereas earlier work extending to an average spatial scale of 250 m did not (Oikkonen et al., 2017).

The paper is structured as follows. Section 2 introduces the ship radar data and the tools used in the analysis. Section 3
describes the nine-month-long deformation rate record and highlights the intermittency of the ice deformation events. Then
it describes the major deformation events in detail and performs mean-based deformation analysis. Section 4 discusses the

implications of our results and their interpretation before Section 5 concludes the paper.

2 Methods
2.1 Data

Figure 1 shows examples of the radar images used as the basis of our analysis. These were collected by using the radar signal
digitizing system similar to Oikkonen et al. (2017) deployed on RV Polarstern as part of the sea ice measurement activities
during MOSAIC (Nicolaus et al., 2022). The system continuously collected images of pack ice from mid-October 2019 until
the end of September 2020. The original data set included radar images captured at 2.4 s intervals, covering a 20 kmx20
km area with a 8.33 m resolution with their orientation aligning with the bow of the ship. The quality of the backscattered
radar signal considerably decreased beyond 5 km from the ship, for which we cropped the images to 10 km x 10 km to ensure
consistent estimation quality over the entire image.

The digitized images contained interference from other ship and helicopter radars, which was removed by stacking three
consecutive images and retaining the minimum pixel value for each point. Faulty images were identified and removed based
on missing azimuth pulses, spurious rotation-symmetric patterns, incomplete rasterization, or narrow shadowed sectors. The

filtered data set has a 1-minute temporal resolution. Despite filtering, the data still contained high-frequency noise concentrated

16th of November 1st of February 16th of March 12th of July

Figure 1. Radar images of the 10 km x 10 km sea ice area. Light areas are deformed ice and dark areas level ice and leads. The white squares

indicate the different spatial scales, L, analyzed below.
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in specific areas of the images. This noise was at least partly due to actual physical phenomena, such as minor vertical dis-
placements caused by ocean swell, small-scale ice deformation, or radar vibrations due to strong winds. The noise manifested
as abrupt, high-intensity signal variations, making it particularly challenging to extract consistent displacement estimates from
the images. We performed spatial averaging of the images through bilinear interpolation to reduce the presence of artificial

noise in the radar data resulting in the final spatial resolution of 10 m.
2.2 Recurrent neural network-based optical flow

The ice motion was estimated from the ship radar imagery by using a novel deep-learning-based optical flow tool described
in detail by Uusinoka et al. (2025). The tool is built on Recurrent All-pairs Field Transforms (RAFT) optical flow architecture
(Teed and Deng, 2020), enhanced with a temporal multi-resolution tree for increased accuracy in small pixel displacements. We
found this tool to overcome the typical challenges involved in the analysis of the radar data while allowing high-resolution full-
field analysis of ice motion by providing ~750 000 trajectories for each radar image. To further ensure the robustness against the
high-frequency noise in the data, described in Uusinoka et al. (2025), we chose 10-minute intervals between sequential images

for sufficient displacements. We use 24-hour trajectories to avoid data loss due to artificial rotations in the radar images.
2.3 Strains and spatiotemporal scaling

We calculate deformation estimates using quadrilateral cells in accordance to Bouchat and Tremblay (2020) to avoid over-
estimation of deformation rates due to increased boundary-definition errors (Lindsay and Stern, 2003; Bouillon and Rampal,
2015). Instead of assuming infinitesimal strains, commonly used in sea ice dynamics, we apply Green-Lagrange strains (Ap-
pendix A). This choice was made to account for large strains and rigid body rotations; infinitesimal strains are prone to yield
erroneous results when these occur (Gurtin, 1982). Strain estimates for large-scale ice drift are around 9 % over 24-hour-period
and often higher at smaller scales due to localized ice deformation (Leppéranta and Hibler III, 1987; Hibler et al., 1973). We
derive the estimates from finite strains to rotation-fixed infinitesimal strains, [, to relate our results to prior research (Derived in
Appendix A).

We use total deformation rate, Fy, to perform spatiotemporal scaling analysis on the ice cover. Localization and intermittency

of sea ice deformation has been shown to follow the mean-based power-law forms (Marsan et al., 2004; Rampal et al., 2008)

(By(L,T)) ~L™% and  (E(L,T))~T"°, ()

where (F) is the mean total deformation rate over the entire field, L and T are the spatial and temporal scales, respectively, and
the exponents (3 and « represent the corresponding spatial and temporal scaling. 5 quantifies the degree of spatial localization,
ranging from 3 = 0 (perfectly homogeneous viscous-like deformations) to 5 = 2 (deformation localized into a single point).
Similarly, a quantifies the degree of temporal localization, ranging from O (continuous flow) to 1 (a single ’event’).

Our scaling analysis uses the dispersion method (Rampal et al., 2008; Oikkonen et al., 2017; Rampal et al., 2019), where
we extract velocity gradients with increasing spatial and temporal intervals corresponding to specific nominal scales. This

extraction is based on the initial coordinates of the corresponding trajectories and involves estimating deformation rates over
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larger scales to highlight broader patterns. The nominal spatial and temporal scales for computing deformation rates were
L =[20,50,100, 200, 300,500,650,800] m and 7" = [10 min, 30 min, 60 min, 3 hours, 6 hours, 12 hours], respectively. It is
important that averaged spatial scales below 250 m are considered, as Oikkonen et al. (2017) demonstrate the scale-invariance

extending down to this scale.

3 Results
3.1 Ice cover deformation

Figure 2 shows deformation rate records for the 10 km x 10 km sea ice area around the MOSAIC central observatory. These
records were derived using a 10-minute temporal resolution and a 20-meter spatial resolution and they cover data from Novem-
ber 2019 to April 2020. The time series is extended with deformation estimates from July 2020 to include summer conditions
in the marginal ice zone (MIZ).

Figure 2 shows that for the most of the winter, the considered area of sea ice experienced only vanishingly small deformation
rates. The recurring and extended periods of inactivity are noteworthy, especially the three-week period in February. Only

minor shearing could be detected during the quiescent periods. Visual inspection of the radar imagery shows that this low-
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to highlight the distinct behavior of the different deformation components and periods.
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magnitude shearing resulted from a mixture of subtle ice displacements, rather than significant changes in the ice cover. The
high-frequency noise in the radar data may also contribute partially to the low-magnitude shear observed. Further, the figure
shows several intermittent deformation events that occurred during three periods of major ice deformation. These periods are
highlighted in gray in the figure and occurred in November 2019, January-February 2020, and mid-March 2020. The last one of
these is noted for exceptionally high mean deformation rates approaching 0.4 h—!. During these three periods, the ice deformed

rapidly in various modes, including events with all deformation occurring within few-hour periods. Inactive periods are not seen
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Figure 3. Time series of the three deformation rate components during the three active periods highlighted in Figure 2. Additional times

series of the first two weeks of July is provided for comparison between different systems.
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in July data, which describes ice deformation within the MIZ. In this case the time series describes a significantly different
system with practically continuous ice deformation. The deformation rates increase by an order of magnitude compared to
winter, and the peak values are much higher than those reported for similar conditions by Oikkonen et al. (2017).

Figures 3a-c provide a more detailed view of three active two-week winter time periods of Figure 2. The three time series
exhibit a consistent intermittency similar to that described above for the seasonal analysis. Increased intermittency is observed
during the cases of January-February and March (Figure 3b-c) in relation to the observations of Oikkonen et al. (2017), whose
results indicated more continuous deformation in conditions closer to the MIZ. For November (Figure 3a), the data shows
several deformation events and brief inactive periods, likely due to the low load-bearing capacity of the relatively thin ice (Itkin
et al., 2023). In contrast, the active period in February (Figure 3b) is characterized by few intermittent deformation events
and long inactive phases, possibly owing to the thickened ice cover. Data for March (Figure 3c) depicts a blend of patterns
observed during the preceding months and it is characterized by significant deformations, which suggests a shift from the
winter towards the spring. In July (Figure 3d), within the MIZ, ice undergoes constant deformations with few extreme peak
deformation events, which in this case signify a uniformly intense deformation across the area studied.

The deformation fields displayed similar seasonal characteristics, as shown by Figure 4, which visualizes the mean total
deformation rate over the 24-hour periods highlighted in Figure 3. The November case (Figure 4a) has the deformation dis-
tributed across several larger scale fractures with numerous smaller deformation features emerging from them and indicating
localized activity around them. The February case (Figure 4b) has the deformation concentrated along a line-like lead, with
smaller perpendicular deformation features appearing, indicating secondary failure processes. By March (Figure 4c), nearly
all activity becomes localized along a single quasi-linear fracture, representing a large lead. This main feature is flanked by

smaller regions where ice fragments collide and form a complex interaction network. Deformation field for July (Figure 4d)

16.11.2019 01.02.2020 16.03.2020 12.07.2020

2500 N ,\,,MJEW =

FAR

*No data

-2500 0 2500 -2500 0 2500 -2500 [ 2500 -2500 [ 2500

Mean total deformation rate (h~1)

0.00 0.05 0.10 0.15 0.20 0.25 0.30

Figure 4. Total deformation (Eq. AS) fields for the 24-hour periods highlighted in Figure 3. Each field show mean deformation for 20 m
X 20 m cells during the period considered. Features exiting the radar images have been neglected and no filtering has been used. In d) all

trajectories exiting the radar image during the 24-hour period have been removed.



155

https://doi.org/10.5194/egusphere-2025-311
Preprint. Discussion started: 13 February 2025
(© Author(s) 2025. CC BY 4.0 License.

EGUsphere\

is markedly different from the rest, as the entire area studied undergoes viscous-like deformation as it is located in the MIZ

during summer conditions.

3.2 Spatiotemporal scaling and limit of scale in variance

We conducted a spatiotemporal power-law analysis using the mean total deformation rates of the four 2-week periods high-

lighted in Figure 2. Figure Sa depicts how the scaling exponent 3 behaved in the case of observations made over various spatial
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Figure 5. a) Mean based spatial scaling properties of total deformation rate (Eq. AS) during the four periods highlighted in Figure 2. The

linear fits are for the data with length scale L > 150 m. b) Limit for the scale invariance for the four two-week periods of Figure 3. Coefficient

of determination R? and scaling coefficient 3 are for the fit applied on the data points that follow the mean-based scaling (marked with white

dots). c) The development of the spatial scaling exponents, 3, over different temporal scales. The development of (3 is considered individually

for both L > 150 m and L < 150 m in comparison with the July case.
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and temporal scales, L and T, respectively. Figure Sc shows (3 as function of 7" for data with L < 150 m and L > 150 m in
comparison to the July case. In Figure 6, similar analysis is performed for the temporal scaling exponent, «, as a function of
L to explore similar limitations of scale invariance in the temporal domain. In the analysis, we use the July case as a reference
point for when the continuum approach and fractal analysis are appropriate, given its relatively uniform and diffuse deforma-
tion field (Figure 4d). The July case helps in illustrating how the fractal properties diminish when a continuum perspective
begins to break down.

Figure 5 shows that 3 varies between 0.4 and 0.6 for the winter cases when L > 150 m and 7" > 10 min. The 3 values align
well with the observations of increasing [ towards smaller spatial scales in Hutchings et al. (2024), although they are about
~ 25% smaller than those observed by Oikkonen et al. (2017). Further, the 3 values decrease with increasing 7T in all winter
cases as expected. For data L > 150 m, the two-week period in January showed the highest values of (3, even if this period
showed the lowest peak values for total deformation rates (Figures 3). Additionally, the November and March periods exhibit
nearly identical scaling behavior, even if their deformation time series and deformation fields are not alike (Figures 3 and 4).
Values of 3 for July data are low, which is expected based on the deformation field in Figure 4d.

For scales L < 150 m, a notable shift in system behavior occurs, with the values of § being about constant for all 7" used

in the analysis. At the smaller spatial scales, mean strain rates are similar across different time scales, suggesting a dominance
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of the largest deformation features in the overall deformation field. Figure 1 illustrates scales L < 150 m, which are often less
than the typical width of deformation features such as leads. At larger scales of L > 150 m, (3 stabilizes around 0.2 for all
winter cases around 7" = 1...3 h, which is the value of (3 for scales for the scales L. < 150 m for all 7". Data for July does not
show a scale-depended shift as 3 ~ 0.1 to 0.2 for all 7" for both L < 150 m and L > 150 m. For L < 150 m, the values of 3 in
the winter and the July case exhibit comparable magnitudes and similar behavior, suggesting that at sufficiently small spatial
scales (or, as seen in Fig. 5a, at longer averaging times) with the given spatial domain size of 10 km x 10 km, the deformation
processes tend to loose the typically observed fractal properties.

From the above, it is clear that the mean-based scaling does not apply for all L, as data for L < 150 m behave differently than
those for the larger scales. Therefore we looked for a critical length scale, L., for the scale invariance, using the data for the
case in Figure 5a with a 10-minute temporal resolution. Figure 5b illustrates how this was done. We performed a least-squares
linear fit to the data points {(L;,¢;)}7_, on a log-log scale. If the coefficient of determination was R* < 0.95, we excluded
the data points with the smallest L, then repeated the fitting with the remaining n — ¢ data points, where ¢ is the number of
excluded points. This was continued until R? >0.95. Then L. was defined as L where the relative difference between the fit
and the data exceeded 10 %.

Figure 5b shows that the magnitude of L.~ 102 m throughout the winter season, with only minor variations observed
between the three winter time periods of active deformation. Based on the deformation patterns of Figure 4, L. in November
appears to be related to multiple minor deformation features across the whole 10 km x 10 km sea ice area, whereas later during
the winter, it appears to be related to few major features. We also tested that this estimate is consistent for other deformation
events occurring during the wintertime. However, we could not find L, for July. This was expected due to the diffuse nature of
summer time ice deformation, already seen in the analysis of deformation time series and deformation fields above (Figures 2
and 4).

Figure 6a show the behavior the system over temporal scales, T', and Figure 6b compares the derived values of o with the
summer conditions. Values of « derived for our data, describing the intermittency of the deformation events, also showed a
spatial-scale dependent change. For scales L < 150 m, o was about constant for all winter time cases as Figure 6b shows.
This stabilization of o suggests that to maintain the typically observed scaling behavior, one must consider spatial scales
significantly larger than 150 m. For observations with L > 150 m, on the other hand, o decreased with increasing L. July
data does not show this feature. Overall, the alpha « values were about 30% lower than those reported by Oikkonen et al.
(2017), despite our time series exhibiting stronger intermittency. This is likely because of our analysis considering only active

deformation periods, where the average deformation rates even over longer temporal scales stay consistently larger.

4 Discussion

Our study presents new insights into sea ice dynamics by extending the scaling analysis towards smaller scales. We find that
the limit for scale invariance is approximately L. ~ 10 m for winter pack ice. For L. > 10? m, our results align with previous

observations of fractal properties at similar scales (Oikkonen et al., 2016, 2017). Scale invariance at intermediate scales has
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been thoroughly investigated only by Oikkonen et al. (2017), who analyzed a 15 km x 15 km with L > 250 m and 7" > 10 min,
with the results considered evidence for scale invariance extending at least down to L = 250 m (Weiss, 2017; Rampal et al.,
2019). Our findings now provide observations on the lower limit for the scale invariance. Since our analysis was conducted
on the same 10 km x 10 km area over the winter season, it can be argued a different region might have produced a different
magnitude for L. With this in mind, it is intriguing that L. ~ 10> m remained constant, even if the ice cover properties went
through changes over the winter (Itkin et al., 2023).

It is well-established that large-scale sea ice deformation fields are multifractal in both spatial and temporal dimensions
(Marsan et al., 2004; Weiss, 2013), indicating that different statistical moments could reveal further complexities. A multifractal
analysis could further describe the limits of the fractal properties in the small domains and at high resolutions. The early
winter deformation fields, characterized by more continuous spatial and temporal deformation, is assumed to exhibit different
multifractal properties compared to late-winter fields dominated by only a few large deformation features. The objective of
this paper, however, has been to perform an analysis of the high-resolution MOSAIC data using methodologies akin to those
employed by other works with similar datasets.

The variation of the spatial scaling exponent 8 with increasing spatial scale was recently observed by Hutchings et al.
(2024), suggesting that the sea ice deformation rate does not actually exhibit scale invariance. Their analysis considered buoy
data down to spatial scales of 1 km, below which they did not have sufficient data points to support claims about smaller scales.
By extending these observations to spatial scales smaller than 1 km, we similarly observe a distinct change in the behavior of
3 at approximately L ~ 102 m, thereby complementing the observations of Hutchings et al. (2024). However, in contrast to
the buoy data, we observe a clear stagnation in the values of 3 for L < 10? m. This is likely due to the dominance of larger,
distinct deformation features clearly observable with coarser spatial resolutions—mainly leads and shear zones—over smaller
deformation features. We also observe that this relationship depends on the temporal scale of the observations. Unlike the buoy
data, we have approximately 4 x 108 data points over a two-week period at spatial scales of L = 20 m and temporal scales of
T = 10 min. Our results complement the analysis of the buoy data by revealing system regime changes with varying spatial
and temporal scales.

Our results have several implications, particularly for modeling sea ice using the continuum approach. Rheological models
applied on spatial resolutions larger than L. may not capture ice behavior below L., where the continuum assumptions may
break down altogether for the ice pack during winter. We see that at the scales studied here, the largest discontinuities dom-
inate the overall deformation field (Figure 4). The size of these features is approximately L. (Figure 1). This is particularly
pronounced during mid- and late winter, where the ice field akin to rigid bodies separated by large deformation features. Early
winter conditions exhibit simultaneous deformation at multiple locations, resulting in less distinct deformation features. In con-
trast, the summer ice pack behaved drastically different with no L. found, highlighting the need for general rheological models
to account for seasonal variation. Moreover, our observations suggest that ice deformation in winter is driven by short-lived
(hour-scale) and spatially localized events that generate features on the order of 100 m.

How can we model sea ice cover if there is no continuum description at small scales? The discrete element method (DEM)

has been used in ice mechanics and dynamics studies on various scales for decades (Hopkins et al., 1991; Hopkins and Hibler,
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1991; Hopkins, 1994, 1996, 2004; Hopkins and Thorndike, 2006) and seen as a tool for future studies as well (Blockley, 2020;
Hunke et al., 2020). Current DEM developments enable modeling multifracture of sea ice, three-dimensional deformation
processes, and interactions of ice features over large sea ice domains, without requiring a continuum model (Manucharyan and
Montemuro, 2022; Astrom et al., 2024; Astrom and Polojérvi, 2024; Muchow and Polojarvi, 2024; Tsarau et al., 2024); apart

from that for intact level ice, high resolution DEM tools do not need a rheological model.

5 Conclusions

This paper reveals a 102-m lower bound to the scale-invariance of sea ice deformation. The results challenge conventional
assumptions that scale invariance might reach even down to scales comparable to ice thickness and underscores the need for
further consideration on the applicable models at smaller scales. We show that sea ice deformation below the 10%-m scale is
dominated by large features such as leads and fracture zones. These features disrupt the traditional continuum assumption that
underlies most high-resolution sea ice models. Seasonal differences further reinforce the complexity of these mechanics: what
holds true for winter pack ice breaks down as the ice transitions towards the marginal ice zone in summer. During winter,
intermittency and spatial localization in deformation persist, while in summer deformation becomes more granular, defying the
applicability of the fractal analysis. The seasonal transition highlights the influence of ice properties, thickness, and external
forcing on deformation patterns. Our study was based on unique field observations from ship radar data gathered during
MOSAIC expedition and on their analysis by using novel deep learning-based tools; our results demonstrate that such high-
resolution empirical data can guide the development of hybrid modeling frameworks that combine continuum modeling with
models explicitly accounting for the discontinuities in ice. These approaches will help in understanding of scale dependency in

sea ice deformation and in improving predictions of ice-covered seas in future and estimates related to climate warming.
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Appendix A: Strain measures

Any strain tensor can be described in terms of deformation gradient F = I+ du/9X, where u = u(X,) is a time-dependent
displacement vector of a material point and the partial derivative taken with respect to its position vector X in a reference
configuration. By polar decomposition, F = RU, where R and U are the rotation matrix and stretch tensor, respectively,

describing the rigid body rotation and the actual deformation. Green-Lagrange strain tensor is then defined as (Gurtin, 1982)

E=_(F'F-I)= (UT-RT~R~U—I):%(UT-U—I), (A1)

| =

1
2
since R”- R = I for rotations. The last form of the this definition shows that E is independent of rotations. The components of

E are given by

E.— 1 6ui 8uj 6uk %
E 2 81‘]‘ 6561 &ri 8xj

(A2)

and differ from the components of the infinitesimal strain tensor, €, by the inclusion of quadratic terms, negligible for small
deformations. Above we compare our results to previous large-scale estimates, that have typically used e. For this it is practical

to introduce unit extensions

25,
li=v/1+2E; 1 and I, =sin"" 2y (A3)
\/(1 + 2Ezz)(1 + 2Eyy)

which in the case of small deformations or deformations leading to normal strains only reduce to components ¢;; of €. The

principal values of 1 are given by

_ laa 'Hyy laz — lyy ? 2
ELQ = 5 + \/( 5 + l:ry (A4)

and can be used to express the divergence, maximum shear, and the total deformation as

1
Ei=Ei+EBy,  E;=g(Bi~E) and E, = \/E2+ E2. (AS)

Similar operations can be applied in strain-rate analysis to derive E;,, since the strain-rate tensor is derivable from the two strain

tensors defined for two consecutive time steps within analyzed data.
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Code and data availability. The source code of the deformation detection method is archived in Zenodo (Uusinoka, 2024). The ship radar
raw data is available in PANGAEA (Krumpen et al., 2021). The time series and mean-based scaling data can be requested from Matias

Uusinoka.

Competing interests. At least one of the (co-)authors is a member of the editorial board of The Cryosphere. The authors have no other

competing interests to declare.

Author contributions. Conceptualization: Matias Uusinoka, Arttu Polojérvi, Jari Haapala
Data curation: Matias Uusinoka, Jari Haapala, Mikko Lensu

Formal analysis: Matias Uusinoka

Investigation: Matias Uusinoka, Arttu Polojirvi, Jari Haapala, Jan Astrom

Funding acquisition: Jari Haapala, Arttu Polojérvi

Methodology: Matias Uusinoka, Arttu Polojirvi, Jari Haapala, Jan Astrom, Mikko Lensu
Project Administration: Arttu Polojérvi

Resources: Arttu Polojirvi, Jari Haapala

Software: Matias Uusinoka

Writing - Original Draft: Matias Uusinoka

Writing - Review & Editing: Matias Uusinoka, Arttu Polojdrvi, Jari Haapala, Jan Astrdm, Mikko Lensu

Acknowledgements. MU and AP are grateful for financial support from the Research Council of Finland through the project (347802)
DEMFLO: Discrete Element Modeling of Continuous Ice Floes and Their Interaction. Contribution of JH was covered by the the European
Union’s Horizon 2020 research and innovation programme under grant agreement No 101003826 via project CRiceS (Climate Relevant
interactions and feedbacks: the key role of sea ice and Snow in the polar and global climate system). JA was supported by the NOCOS DT
project, funded by the Nordic Council of Ministers. All authors wish to acknowledge CSC —IT Center for Science, Finland, for computational
resources under the project (2006428) DEMFLO, and the international Multidisciplinary drifting Observatory for the Study of the Arctic
Climate (MOSAIC) project with the tag MOSAiC20192020 and the Project_ID:AWI_PS122_00 for providing the ship radar data. Finally,
we thank the cruise participants, ship’s crew and logistics support as well as everyone else who contributed to the realization of MOSAiC

(Nixdorf et al., 2021).

14



https://doi.org/10.5194/egusphere-2025-311
Preprint. Discussion started: 13 February 2025 EG U
sphere

(© Author(s) 2025. CC BY 4.0 License.

305 References

Astrém, J., Robertsen, F., Haapala, J., Polojirvi, A., Uiboupin, R., and Maljutenko, I.: A large-scale high-resolution numerical model for
sea-ice fragmentation dynamics, The Cryosphere, 18, 2429-2442, https://doi.org/10.5194/tc-18-2429-2024, 2024.
Blockley, F. e. a.: The future of sea ice modelling. Toward defining a cutting-edge future for sea ice modelling, Bulletin of American
Meterological Society, E1304, 2020.
310 Bouchat, A. and Tremblay, B.: Reassessing the quality of sea-ice deformation estimates derived from the RADARSAT Geophysical Processor
System and its impact on the spatiotemporal scaling statistics, Journal of Geophysical Research: Oceans, 125, e2019JC015 944, 2020.
Bouchat, A., Hutter, N., Chanut, J., Dupont, F., Dukhovskoy, D., Garric, G., Lee, Y. J., Lemieux, J.-F,, Lique, C., Losch, M., et al.: Sea
Ice Rheology Experiment (SIREx): 1. Scaling and statistical properties of sea-ice deformation fields, Journal of Geophysical Research:
Oceans, 127, €2021JC017 667, 2022.
315 Bouillon, S. and Rampal, P.: On producing sea ice deformation data sets from SAR-derived sea ice motion, The Cryosphere, 9, 663-673,
2015.
Feltham, D. L.: Sea Ice Rheology, Annual Review of Fluid Mechanics, 40, 91-112, https://doi.org/https://doi.org/10.1146/annurev.fluid.40.111406.102151
2008.
Fily, M. and Rothrock, D. A.: Extracting sea ice data from satellite SAR imagery, IEEE transactions on geoscience and remote sensing, pp.
320 849-854, 1986.
Gurtin, M. E.: An introduction to continuum mechanics, Academic press, 1982.
Hibler, W., Weeks, W., Ackley, S., Kovacs, A., and Campbell, W.: Mesoscale strain measurements on the Beaufort Sea pack ice (AIDJEX
1971), Journal of Glaciology, 12, 187-206, 1973.
Hibler, W., Weeks, W., Kovacs, A., and Ackley, S.: Differential sea-ice drift. I. Spatial and temporal variations in sea-ice deformation, Journal
325 of Glaciology, 13, 437455, 1974.
Hibler, W. D. and Schulson, E. M.: On modeling the anisotropic failure and flow of flawed sea ice, Journal of Geophysical Research: Oceans,
105, 17 105-17 120, https://doi.org/https://doi.org/10.1029/2000JC900045, 2000.
Hopkins, M. A.: On the Ridging of Intact Lead Ice, Journal of Geophysical Research: Oceans, 99, 16351-16360,
https://doi.org/10.1029/94jc00996, 1994.
330 Hopkins, M. A.: On the Mesoscale Interaction of Lead Ice and Floes, Journal of Geophysical Research: Oceans, 101, 18315-18 326,
https://doi.org/10.1029/96jc01689, 1996.
Hopkins, M. A.: A Discrete Element Lagrangian Sea Ice Model, Engineering Computations, 21, 409-421,
https://doi.org/10.1108/02644400410519857, 2004.
Hopkins, M. A. and Hibler, W. D.: Numerical Simulations of a Compact Convergent System of Ice Floes, Annals of Glaciology, 15, 26-30,
335 https://doi.org/10.3189/1991a0g15-1-26-30, 1991.
Hopkins, M. A. and Thorndike, A. S.: Floe Formation in Arctic Sea Ice, Journal of Geophysical Research: Oceans, 111,
https://doi.org/10.1029/2005jc003352, 2006.
Hopkins, M. A., Hibler, W. D., and Flato, G. M.: On the Numerical Simulation of the Sea Ice Ridging Process, Journal of Geophysical
Research: Oceans, 96, 4809—4820, https://doi.org/10.1029/90jc02375, 1991.
340 Hopkins, M. A., Tuhkuri, J., and Lensu, M.: Rafting and ridging of thin ice sheets, Journal of Geophysical Research: Oceans, 104, 13 605—
13613, 1999.

15



345

350

355

360

365

370

375

https://doi.org/10.5194/egusphere-2025-311
Preprint. Discussion started: 13 February 2025 EG U
sphere

(© Author(s) 2025. CC BY 4.0 License.

Hunke, E., Allard, R., Blain, P., Blockley, E., Feltham, D., Fichefet, T., Garric, G., Grumbine, R., Lemieux, J.-F., Rasmussen, T., Ribergaard,
M., Roberts, A., Schweiger, A., Tietsche, S., Tremblay, B., Vancoppenolle, M., and Zhang, J.: Should Sea-Ice Modeling Tools Designed for
Climate Research Be Used for Short-Term Forecasting?, Current Climate Change Reports, 6, 121 — 136, https://doi.org/10.1007/s40641-
020-00162-y, 2020.

Hutchings, J. K., Roberts, A., Geiger, C. A., and Richter-Menge, J.: Spatial and temporal characterization of sea-ice deformation, Annals of
Glaciology, 52, 360-368, 2011.

Hutchings, J. K., Bliss, A. C., Mondal, D., and Elosegui, P.: Sea ice deformation is not scale invariant over length scales greater than a
kilometer, Geophysical Research Letters, 51, €2024GL108 582, 2024.

Itkin, P.,, Hendricks, S., Webster, M., von Albedyll, L., Arndt, S., Divine, D., Jaggi, M., Oggier, M., Raphael, 1., Ricker, R., et al.: Sea ice and
snow characteristics from year-long transects at the MOSAIC Central Observatory, Elem Sci Anth, 11, 00 048, 2023.

Krumpen, T., Haapala, J., Krocker, R., and Bartsch, A.: Ice radar raw data (sigma S6 ice radar) of RV POLARSTERN during cruise PS122/1,
https://doi.org/10.1594/PANGAEA.929434, 2021.

Kwok, R., Spreen, G., and Pang, S.: Arctic sea ice circulation and drift speed: Decadal trends and ocean currents, Journal of Geophysical
Research: Oceans, 118, 24082425, 2013.

Leppéranta, M.: The drift of sea ice, Springer Science & Business Media, 2011.

Leppéranta, M. and Hibler III, W.: Mesoscale sea ice deformation in the East Greenland marginal ice zone, Journal of Geophysical Research:
Oceans, 92, 7060-7070, 1987.

Lindsay, R. W. and Stern, H.: The RADARSAT geophysical processor system: Quality of sea ice trajectory and deformation estimates,
Journal of Atmospheric and Oceanic Technology, 20, 1333-1347, 2003.

Manucharyan, G. E. and Montemuro, B. P.: SubZero: A sea ice model with an explicit representation of the floe life cycle, Journal of
Advances in Modeling Earth Systems, 14, e2022MS003 247, 2022.

Marsan, D. and Weiss, J.: Space/time coupling in brittle deformation at geophysical scales, Earth and Planetary Science Letters, 296, 353—
359, 2010.

Marsan, D., Stern, H., Lindsay, R., and Weiss, J.: Scale dependence and localization of the deformation of Arctic sea ice, Physical review
letters, 93, 178 501, 2004.

Muchow, M. and Polojarvi, A.: Three-dimensional discrete element simulations on pressure ridge formation, The Cryosphere, 18, 4765—
4774, https://doi.org/10.5194/tc-18-4765-2024, 2024.

Nicolaus, M., Perovich, D. K., Spreen, G., Granskog, M. A., von Albedyll, L., Angelopoulos, M., Anhaus, P., Arndt, S., Belter, H. J.,
Bessonov, V., et al.: Overview of the MOSAIC expedition: Snow and sea ice, Elem Sci Anth, 10, 000 046, 2022.

Nixdorf, U., Dethloff, K., Rex, M., Shupe, M., Sommerfeld, A., Perovich, D. K., Nicolaus, M., Heuzé, C., Rabe, B., Loose, B., Damm, E.,
Gradinger, R., Fong, A., Maslowski, W., Rinke, A., Kwok, R., Spreen, G., Wendisch, M., Herber, A., Hirsekorn, M., Mohaupt, V., Frick-
enhaus, S., Immerz, A., Weiss-Tuider, K., Konig, B., Mengedoht, D., Regnery, J., Gerchow, P., Ransby, D., Krumpen, T., Morgenstern,
A., Haas, C., Kanzow, T., Rack, F. R., Saitzev, V., Sokolov, V., Makarov, A., Schwarze, S., Wunderlich, T., Wurr, K., and Boetius, A.:
MOSAIC Extended Acknowledgement, https://doi.org/10.5281/zenodo.5541624, 2021.

Oikkonen, A., Haapala, J., Lensu, M., and Karvonen, J.: Sea ice drift and deformation in the coastal boundary zone, Geophysical Research
Letters, 43, 10-303, 2016.

Oikkonen, A., Haapala, J., Lensu, M., Karvonen, J., and Itkin, P.: Small-scale sea ice deformation during N-ICE 2015: From compact pack

ice to marginal ice zone, Journal of Geophysical Research: Oceans, 122, 5105-5120, 2017.

16



380

385

390

395

400

405

https://doi.org/10.5194/egusphere-2025-311
Preprint. Discussion started: 13 February 2025 EG U
sphere

(© Author(s) 2025. CC BY 4.0 License.

Rampal, P, Weiss, J., Marsan, D., Lindsay, R., and Stern, H.: Scaling properties of sea ice deformation from buoy dispersion analysis, Journal
of Geophysical Research: Oceans, 113, 2008.

Rampal, P., Weiss, J., and Marsan, D.: Positive trend in the mean speed and deformation rate of Arctic sea ice, 1979-2007, Journal of
Geophysical Research: Oceans, 114, 2009.

Rampal, P., Dansereau, V., Olason, E., Bouillon, S., Williams, T., Korosov, A., and Samaké, A.: On the multi-fractal scaling properties of sea
ice deformation, The Cryosphere, 13, 2457-2474, 2019.

Rothrock, D., Percival, D., and Wensnahan, M.: The decline in arctic sea-ice thickness: Separating the spatial, annual, and interannual
variability in a quarter century of submarine data, Journal of Geophysical Research: Oceans, 113, 2008.

Sanderson, T.: Ice mechanics: risks to offshore structures, Graham & Trotman, 1988.

Schulson, E. M.: Compressive shear faults within arctic sea ice: Fracture on scales large and small, Journal of Geophysical Research: Oceans,
109, C07 016 1-23, https://doi.org/10.1029/2003JC002108, 2004.

Stern, H. and Lindsay, R.: Spatial scaling of Arctic sea ice deformation, Journal of Geophysical Research: Oceans, 114, 2009.

Teed, Z. and Deng, J.: Raft: Recurrent all-pairs field transforms for optical flow, in: Computer Vision—-ECCV 2020: 16th European Confer-
ence, Glasgow, UK, August 23-28, 2020, Proceedings, Part I 16, pp. 402—419, Springer, 2020.

Tsarau, A., Lu, W., Lubbad, R., Lgset, S., and Zhang, Y.: High-resolution regional sea-ice model based on the discrete element method with
boundary conditions from a large-scale model for ice drift, Annals of Glaciology, https://doi.org/10.1017/a0g.2024.26, 2024.

Uusinoka, M.: matiasuusinoka/ICE-RAFT: Initial release (extended sample data), https://doi.org/10.5281/zenodo.14525452, 2024.

Uusinoka, M., Haapala, J., and Polojérvi, A.: Deep learning-based optical flow in fine-scale deformation mapping of sea ice dynamics,
Geophysical Research Letters, 52, €2024GL112 000, 2025.

Weiss, J.: Drift, deformation, and fracture of sea ice: a perspective across scales, vol. 83, Springer, 2013.

Weiss, J.: Exploring the “solid turbulence” of sea ice dynamics down to unprecedented small scales, Journal of Geophysical Research:
Oceans, 122, 6071-6075, 2017.

Weiss, J. and Dansereau, V.: Linking scales in sea ice mechanics, Philosophical Transactions of the Royal Society A: Mathematical, Physical
and Engineering Sciences, 375, 20150352, 2017.

Astrom, J. A. and Polojirvi, A.: High-Resolution Fracture Dynamics Simulation of Pack-Ice and Drift-Ice Formation
During Sea Ice Break up Events Using the HIiDEM2.0 Code, Geophysical Research Letters, 51, €2024GL110552,
https://doi.org/https://doi.org/10.1029/2024GL110552, e2024GL110552 2024GL110552, 2024.

17



